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Abstract:  

Intrusion detection systems (IDSs) have become an essential 

component of computer security to detect attacks that occur despite 

the best preventive measures. A problem with majority of current 

intrusion detection systems is their rule-based nature. In this paper, we 

propose an optimized neural network based IDS for detecting DoS 

attacks. The proposed system consists of Multiple Layered Perceptron 

(MLP) decision block and a feature reduction preprocessing 

subsystem. The system was optimized and tested on benchmark 

KDDCUP’ 99 dataset. Several experiments have been conducted to 

choose the important features from full set of 41, based on three 

factors: training time, testing time and detection accuracy. Final 

optimized MLP IDS provides superior accuracy of 98.5%, 

substantially better than other referential IDS systems published up to 

now.  
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Denial of service (DoS) is a type of attack in which an attacker 

issues a huge amount of packets to congeal specific servers’ services, 

consequently blocking legitimate users from normal access to the 

services [1], [2]. Many methods have been developed to secure the 

network infrastructure and communication over the Internet, among 

them the use of firewalls, encryption, and virtual private networks. 

Intrusion detection systems (IDS) are a relatively new addition to such 

techniques. There are two different ways of classifying an IDS, the 

first way is to classify based on the method of detection, in the form of 

either signature detection or anomaly detection. In signature detection 

known representation of intrusions are stored in the IDS and then 

compared to system activity. When a known intrusion matches an 

aspect of system use, an alert is raised to the IDS analyst. Known 

representations of intrusion are termed signatures. Signatures must be 

created to exactly match the characteristics of a specific intrusion and 

no other activity to avert false positives. On the other hand, an 

anomaly detection based IDS detects intrusions by searching for 

abnormal network traffic. The anomaly detection IDS gathers a set of 

data from the system activity of the user. This baseline dataset is then 

deemed "normal use." If the user deviates from the normal use pattern, 

an alarm is raised. One of the most commonly used approaches is rule 

based intrusion detection systems [3]. Unfortunately, expert systems 

require frequent rule updates to remain efficient. This design approach 

usually results in an inflexible detection system that is unable to detect 

an attack if the sequence of events is even slightly different from the 

predefined profile.  
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While misuse based detection is generally favored in 

commercial products due to it is predictability and high accuracy, in 

academic research anomaly detection is typically conceived as a more 

powerful method due to it  theoretical potential for addressing novel 

attacks. Conducting a thorough analysis of the recent research trend in 

anomaly detection, one will encounter several machine learning 

methods, including neural networks, reported to have a very high 

detection rate of 98% while keeping the false alarm rate at 1% [4]. A 

key aspect of any anomaly detection technique is the nature of the 

input data. In order to have benchmark data for training and testing 

such type of IDS, Lincoln Labs at MIT sponsored by the U.S. 

KDDCUP’ 99 collected real data sets which become the widely used 

data set for the evaluation of IDS [5]. More information about this 

data will be given in section II.   

The main goal of our study is to show that carefully designed 

IDS based on feature reduction technics, followed by a MLP classifier 

has superior performance over existing IDS reported in available 

literature. The organization of paper is as follows. In section II we 

describe the KDDCUP’ 99 benchmark data sets, commonly used in 

IDS community. In section III we expose so called empirical feature 

ranking algorithm, along with selection of the best MLP architecture. 

In section IV we give experimental results, comparison to other 

approaches, and asses final accuracy of proposed MLP based IDS.  

KDDCUP’ 99 data set description:  

Since 1999, KDDCUP’ 99 has been the most wildly used data 

set for the evaluation of anomaly detection methods within IDS 
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community. This data set is prepared by Stolfo et al. [6] and is built 

based on the data captured in DARPA’ 98 IDS evaluation program 

[7]. DARPA’ 98 is about 4 gigabytes of compressed raw (binary) 

tcpdump data of 7 weeks of network traffic, which can be processed 

into about 5 million connection records, each with about 100 bytes. 

The two weeks of test data have around 2 million connection records. 

KDDCUP’ 99 training dataset consists of approximately 4,900,000 

single connection vectors each of which contains 41 features and is 

labeled as either normal or an attack, with exactly one specific attack 

type. The simulated attacks fall in one of the following four 

categories: Denial of Service Attack (DoS), User to Root Attack 

(U2R), Remote to Local Attack (R2L), Probing Attack.  

KDDCUP’ 99 features can be classified into three groups: Basic 

features, Traffic features, which comprises “Same host” and “Same 

service” features, and Content features.  

Feature reduction and  MLP architecture selection:  

Feature selection and ranking is an important issue in intrusion 

detection. Of the large number of features that can be monitored for 

intrusion detection purpose, which are truly useful, which are less 

significant, and which may be useless? The question is relevant 

because the elimination of useless features (the so-called audit trail 

reduction) enhances the accuracy of detection while speeding up the 

computation, thus improving the overall performance of an IDS. In 

our cases where there are no useless features, by concentrating on the 

most important ones we may well improve the time performance of an 
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IDS without affecting the accuracy of detection in statistically 

significant ways.  

The feature ranking and selection problem for intrusion 

detection is similar in nature to various engineering problems that are 

characterized by:  

Having a large number of input variables x = (x 1, x 2, ..., xn) of 

varying degrees of importance to the output y; i.e., some elements of x 

are essential, some are less important, some of them may not be 

mutually independent, and some may be useless or irrelevant (in 

determining the value of y)  

Lacking an analytical model that provides the basis for a 

mathematical formula that precisely describes the input-output 

relationship, y = F (x)  

Having available a finite set of experimental data, based on 

which a model (e.g. neural networks) can be built for simulation and 

prediction purposes  

Due to the lack of an analytical model, one can only seek to 

determine the relative importance of the input variables through 

empirical methods. A complete analysis would require examination of 

all possibilities, e.g., taking two variables at a time to analyze their 

dependence or correlation, then taking three at a time, etc. This, 

however, is both infeasible (requiring numerous experiments) and not 

infallible (since the available data may be of poor quality in sampling 

the whole input space). Therefore, the technique of deleting one 

feature at a time to rank the input features and identify the most 
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important ones for intrusion detection is applied. One input feature is 

deleted from the data at a time; the resultant data set is then used for 

the training and testing of the classifier. Then the classifier’s 

performance is compared to that of the original classifier (based on all 

features) in terms of relevant performance criteria. The importance of 

the feature is ranked according to a set of rules based on the classifier 

comparison. To perform feature ranking, the classifier is trained with 

the 41-feature set. After that for each feature is done the following 

procedure:  

- Delete the feature from the (training and testing) data.  

- Use the 40-feature data set to train the classifier.   

- Analyze the performance of the classifier using the test set.  

- Rank the importance of the feature according to the rules.  

To rank the importance of the feature, three main parameters 

were considered: accuracy, training time and testing time. Each 

feature is ranked according to the rules below that are applied to the 

result of comparison of the original 41-feature classifier and the 40-

feature classifier. For example, if one attribute is necessary (which 

means it is very important for detection) then removing it from feature 

vectors would result in decreasing accuracy and increasing at least one 

time (be it training or testing), which results in overall performance 

degradation. However, if attribute is not needed for detection, it's 

removal should result in performance improvement, be it higher or 

unchanged detection rate and processing time decreased. Formally we 

can explicitly formulate these rules:  
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Attribute is necessary for detection if (after its removal):  

 Accuracy decreases and either training and/or testing time increases.  

 Accuracy remains unchanged, but both training and testing time 

increase.  

Attribute is ranked not needed for DoS detection if (after it's 

removal):  

 Accuracy is unchanged or increases, but both training and testing 

time decrease.  

In other situations, attribute is ranked as important but not 

necessary for detection.  

 Accuracy remains unchanged, but both training and testing time 

increase.  

Attribute is ranked not needed for DoS detection if (after it's 

removal):  

 Accuracy is unchanged or increases, but both training and testing 

time decrease.   

In other situations attribute is ranked as important but not 

necessary for detection.  

According to our experiments and rules of empirical-based 

reduction, after 41 experiments performed, a set of necessary, 

important and not needed attributes for DoS category detection have 

been extracted.  

TABLE 1: SELECTION OF MLP NEURAL NETWORK 

ARCHITECTURE 
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Iteration Number of neurons  hidden  ayers RMSE 

1 20, 10, 5 0.195 

2 14, 9, 3 0.149 

3 14, 9, 4 0.015 

4 14, 9 0.002 

5 14, 10 0.010 

As a classifier we choose MLP neural network, due to its ability 

to restore arbitrary mappings. A feed forward neural net is composed 

of a number of consecutive layers, each one connected to the next by a 

synapse/connection. MLP architecture consists of one input, two 

hidden and one output layer. The input layer consists of 41 neurons 

because the KDDCUP’ 99 data set contains 41 features for a TCP/IP 

packet to be used for attack detection. The output layer consists of two 

neurons that classify normal packets from abnormal packets. There is 

no certain mathematical approach for obtaining the optimum number 

of hidden layers and number of their neurons [6]. For choosing 

optimum set of hidden layers and its number of neurons, a comparison 

is made for many architectures and optimum is selected based on 

smallest root means square error,  as shown in the Table 1.   

After choosing optimal neural networks architecture, and 

application of the described feature ranking procedure, we obtain 

relevance of all attributes, as it is shown in Table 2.  

TABLE 2: FEATURE RANKS 

# Feature name Rank 

1 Duration Necessary 

2 Protocol type Important, but not necessary 

3 Service Necessary 

4 Flag Not needed for DoS detection 

5 Source bytes Necessary 

6 Destination bytes Necessary 

7 Land Important, but not necessary 

8 Wrong fragments Necessary 

9 Urgent Important, but not necessary 
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# Feature name Rank 

10 Hot Important, but not necessary 

11 Failed logins Important, but not necessary 

12 Logged in Not needed for DoS detection 

13 # Compromised Not needed for DoS detection 

14 Root shell Important, but not necessary 

15 Su attempted Not needed for DoS detection 

16 # Root Not needed for DoS detection 

17 # File creations Important, but not necessary 

18 # Shells Not needed for DoS detection 

19 # Access files Necessary 

# Feature name Rank 

20 # Outbound cmds Important, but not necessary 

21 Is hot login Not needed for DoS detection 

22 Is guest login Important, but not necessary 

23 Count Necessary 

24 Srv count Necessary 

25 Serror rate Necessary 

26 Srv serror rate Necessary 

27 Rerror rate Necessary 

28 Srv rerror rate Necessary 

29 Same srv rate Important, but not necessary 

30 Diff srv rate Important, but not necessary 

31 Srv diff host rate Not needed for DoS detection 

32 Dst host count Necessary 

33 Dst host srv count Necessary 

34 Dst host same srv rate Important, but not necessary 

35 Dst host diff srv rate Necessary 

36 Dst host same src port rate Necessary 

37 Dst host srv diff host rate Important, but not necessary 

38 Dst host serror rate Necessary 

39 Dst host srv serror rate Necessary 

40 Dst host serror rate Necessary 

41 Dst host srv serror rate Necessary 

Experimental results:  
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In this section, we show testing results of MLP trained with the 

full feature set, necessary feature set and union of necessary and 

important (but not necessary) feature sets. Testing has been performed 

on classifiers trained both with the complete training set and 10% data 

set. Results, regarding overall accuracy, training and testing time 

compared to 41 feature full training set are shown in the Table 3. 

Times needed for training and testing with reduced feature sets are 

given compared to times needed  
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TABLE 3: RESULT OF TESTING MLP IDS FOR DOS 

ATTACK 

Set of features Accuracy Training time Testing time 

SCENARIO 1: full training set 

full 41 feature 95.2% 1 1 

necessary + important 97.2% 0.71 1.04 

necessary feature set 98.5% 0.74 0.72 

SCENARIO 2: 10% training set 

full 41 feature set 93.1% 1 1 

necessary + important 95.0% 0.79 1.12 

necessary feature set 96.7% 0.80 0.79 

To perform training and testing with the full featured sets. From 

the Table 3 follows that the best classifier is classifier trained with the 

full training set using only necessary features. This classifier has best 

overall accuracy, provides the quickest decision and gets trained as 

second-best.  

After the training process was complete, testing was conducted 

basically in two steps. In the first step system was tested against the 

training dataset, in order to examine how well neural networks 

‘learned’ the training dataset after the training process. In the second 

step of the testing, trained neural networks were tested against a 

dataset, which is not a part of the training set, in order to examine 

generalization performance of the trained networks. In both testing 

steps performance of the neural networks was evaluated by examining 

the number of false positive and false negative decisions. Hence 

classifier is tested with the novel DoS attacks available only in the 

testing set: apache 2, mail-bomb, process table and udpstorm. Results 
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of testing these attacks with classifier trained with a full training set 

with only the necessary features are given in Table 4.   

TABLE 4: DOS ATTACK DETECTION PERFORMANCE 

Attack Accuracy FP FN 

Apache 2 98% 1% 1% 

mail-bomb 99% 0% 1% 

Process table 100% 0% 0% 

udpstorm 97% 1% 2% 

The best classifier provides almost 100% accuracy with no false 

positives or negatives for the process table attacks, while making 1% 

false positives and false negatives for apache 2, 1% false negatives for 

mail-bomb and 1% false positives and 2% false negatives for 

udpstorm attacks.  

TABLE 5: COMPARISON OF PROPOSED MLP IDS AND 

SELECTED PUBLISHED SYSTEMS [11] 

Feature set Accuracy Training time Testing time 

SCENARIO 1: full training set 

empirical based necessary 

feature set 
98.5% 0.74 0.72 

SVDF reduced feature set 92.1% 0.66 0.61 

LGP reduced feature set 93.2% 0.67 0.59 

MARS reduced feature set 91.6% 0.73 0.71 

SCENARIO 2: 10% training set 

empirical based necessary 

feature set 
96.7% 0.80 0.79 

SVDF reduced feature set 88.7% 0.72 0.68 

LGP reduced feature set 89.4% 0.71 0.63 

MARS reduced feature set 85.1% 0.75 0.70 

On previously known attacks, this classifier provides almost 

100% accuracy. It can be concluded that classifier trained with 
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proposed set of features is a very good neural network solution for 

detection of DoS attacks.  

To prove the worthiness of proposed MLP IDS for DoS 

detection, its results are compared to other IDS reported in the 

literature, trained on various KDDCUP’ 99 reduced feature sets, see 

Table 5. There are 4 reduced sets of features with which classifiers are 

trained and tested:  

1- MLP IDS with empirical-based  feature reduction set containing 

only necessary features (11 features),  

2- Support Vector Decision function (SVDF) based feature reduction 

(5 features) [11],  

3- Linear Genetic Programing (LGP) based feature reduction (5 

features) [11],  

4- Multivariate Adaptive Regression Splines (MARS) based feature 

reduction (5 features) [11].   

Although the proposed MLP model itself is not the fastest, if 

compared to models trained by reduced sets found in literature, it 

provides the highest detection rate.  

Conclusion:  

We are witnessed flourishing of machine learning approaches to 

general area of Cyber Security [12], [13]. In our views this 

phenomena comes from very idea of machine learning paradigm: to 

adapt our decision according to available data, always having in mind 

that final criterion will be applied on new unseen data. If we carefully 
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follow this principle during design of an IDS, then obtained results 

can be compared to the best alternative approaches. Our investigation 

presented in this paper supports this very general statement.   
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